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Introduction

While providing an innovative platform for global communications and economic
transactions, the Internet brings some of society’s worst ailments, such as the prolifer-
ation of images of child abuse, into the public sphere. Every day, children are sexually
abused, and graphic images of this exploitation are transferred over the Internet to a
global audience.! Despite a near worldwide consensus on the illegality of the trafficking
of images of child abuse (often referred to as child pornography) on the Internet, effec-
tive international cooperation on this issue remains elusive.? Instead, an increasing
number of countries are simply hiding online child sexual abuse through the cosmetic
practice of Internet filtering—the technical blocking of Internet content within a
country’s territorial boundaries—rather than cooperating internationally to remove
such content at its (foreign) source and subsequently prosecuting those who produce
and traffic in images of the sexual abuse of children.

However, there was an early recognition among diverse international actors that
tackling the problems posed by new information communication technologies (ICT)
would require potentially new forms of cooperation. These forms of cooperation em-
phasize sustained communication and interaction among a community of diverse
actors spanning supranational institutions such as the European Union, national gov-
ernments, law enforcement, private industry including Internet service providers
(ISPs), and nongovernmental organizations. This concept of “dynamic cooperation”
constitutes not just the outcome of an agreement reached through bargaining, but
the ongoing practice of cooperation in which actors must rely on each others’ capabil-
ities for continual implementation in situations where compliance cannot be achieved
solely through unilateral means.

While the prospect of dynamic cooperation was consistently raised in international
deliberations concerning the challenges of combating child pornography and ICTs, it
is not reflected in official outcomes such as declarations and conventions. Moreover,
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preliminary evidence indicates that the introduction of Internet filtering, to prevent
accidental access to child pornography, correlates with decreasing efforts to have images
of child abuse removed at the source. As a result, child pornography identified and fil-
tered by one country remains available on the Internet and is accessible in other coun-
tries. This situation occurs among countries that participate in institutions designed to
facilitate cooperation targeting the source of the child pornography. Thus, countries
that participate in the institutions dedicated to removing child pornography—such as
international law enforcement task forces, including the Virtual Global Task Force and
the Innocent Images International Task Force, as well as the INHOPE association of
“hot line” providers—filter Internet content located within each other’s territorial
boundaries.

This evidence suggests that traditional cooperative mechanisms may have un-
intended consequences that conflict with rather than complement dynamic coopera-
tion. This potential conflict raises the concern that contemporary cooperative
institutions do not have the capacity to meet the global challenges posed by the prolif-
eration of ICTs. This chapter argues that the dominant conception of cooperation, the
domestic implementation of the results of bargaining, obscures potentially new forms
of dynamic cooperation at the international level. A conceptual shift in the under-
standing of what constitutes cooperation is required to capture this emergent practice.

In this chapter, I present an analysis of the widespread adoption of filtering as the
primary solution to combating the proliferation of child pornography on the Internet.
While international agreements concerning the protection of children played a role in
spurring state action, the emphasis on domestic implementation over dynamic cooper-
ation facilitated the preference for filtering as the solution to the problem of Internet
child pornography. Internet filtering is a solution that states can implement domesti-
cally irrespective of international agreements, and it does not require sustained cooper-
ation. The goal of filtering is to block domestic access to Internet content located in
another country. Dynamic cooperation—in contrast to blocking domestic access
to foreign-hosted child pornography—refers to the continual cooperation necessary to
have foreign-hosted content removed at its source.

Within this context, I trace how filtering has been constituted as a solution to the
problem of Internet child pornography and how its implementation was made possible
by delinking the issue from three key factors: the interpretation of filtering mandated
by the state as a form of censorship, the effect of filtering on freedom of expression as
a result of technical deficiencies, and the overall effectiveness of filtering technology
itself in combating Internet child pornography. I present a preliminary analysis of the
ways in which the continued emphasis on domestic implementation may be affecting
attempts to move toward dynamic cooperation on this issue. Finally, I suggest areas for
further research that result from treating cooperation as a dynamic practice rather than
an instance of bargaining and domestic implementation.
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Following the methodology outlined by Richard Price, this chapter does not focus on
causal explanations, but emphasizes historical contingencies that reflect ideational
contests and defining moments in international agreements, conferences, and events
concerned with the issue of child pornography.3 The chapter will employ a genealogi-
cal method as a means of understanding how the conception of cooperation as domes-
tic implementation emerged in the international arena concerning the issue area of the
protection of children. It will trace how the discourse of domestic implementation
overshadowed that of dynamic cooperation and thus enabled the practice of filtering.
It examines the role of discourses and power in redefining filtering from an ineffective
tool of state censorship to one of effective cooperation. The following is not a compre-
hensive history of international efforts to protect children or of Internet filtering but,
following Price, an analysis of events that “provide discursive moments” and reflect
“crucial dimensions.””* Such an analysis detects the unsuccessful attempts to constitute
cooperation as more than an outcome of bargaining but as a dynamic practice based
on sustained communication and interaction.

Competing Perceptions of Cooperation

An analysis of the texts of key international agreements and conferences focused on
the rights of children highlights a tension between perspectives that view cooperation
as the implementation of domestic laws and procedures by states and those that see it
as constituting the continual practice of interaction and information sharing between
a diverse set of actors. This becomes particularly evident with the rise of new commu-
nications technologies and the complex set of problems, including the proliferation of
child pornography, that result. It also reflects a dynamic between state and nonstate
actors that emerged as a result of the prominent role that nongovernmental organiza-
tions (NGOs) played in international conferences and agreements concerning the
rights of children.

While given an arguably low priority in international political affairs, children have
constituted an important issue at the international level.> Primarily framed in terms of
human rights, children have been singled out for protection in international agree-
ments as far back as the Declaration of Geneva, which was adopted by the League
of Nations in 1924.6 A more specific emphasis on children followed with the United
Nations’ (UN) Declaration on the Rights of the Child adopted in 1959. This declaration
put forward ten principles that emphasized diverse issues such as the child’s right
to nutrition, education, and nationality. The protection of children from forms of ex-
ploitation was also explicitly raised, as was a prohibition on any forms of trafficking in
children.” Although these Declarations firmly entrenched the issue of children on the
international agenda they were not legally binding on states and did not “lay down
precise obligations for states.”’8
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The UN Convention on the Rights of the Child (UNCRC) was adopted in 1989 after
11 years of negotiation among the UN and its related bodies such as UNICEEF, as well as
the International Committee for the Red Cross and many NGOs.? In fact, NGOs were
instrumental in the development and adoption of both the 1924 and 1959 declara-
tions as well as the 1989 convention. Nongovernmental organizations played a critical
role in ensuring that a legally binding agreement was reached. Moreover, particular
elements including “articles which give the child protection against sexual and other
exploitation, traffic, torture, and armed conflicts” would have not been included were
it not for the determined efforts of NGOs.1© However, while the role of international
cooperation was acknowledged, the convention relied heavily on domestic mecha-
nisms and little on the “international machinery” required to enforce these rights.11

The United Nations created the Special Rapporteur on the sale of children, child
prostitution, and child pornography in 1990, but its emphasis was also domestic imple-
mentation. However, by 1994 an increasing awareness emerged concerning the lack of
international cooperation, including a UN General Assembly resolution calling for the
‘“need to adopt efficient international measures” in addition to domestic solutions.!?
The Special Rapporteur began to highlight the international character of the problem
of child sexual exploitation by framing the issue in terms of states that fall on the de-
mand or supply side of the problem.'3 By 1993, the Special Rapporteur began to note
the impact of new communications technology on legislation and jurisdiction, noting
that “new technology gave birth to concepts and applications like cyberporn or audio-
pornography, not envisaged by most legislation” and that when ‘“materials cross na-
tional boundaries the determination of the forum having jurisdiction over the offence
will also pose a problem.”'* The Special Rapporteur represented an early attempt to
sustain cooperation after the UNCRC was adopted in 1989; however, it was confined
to an advisory role. Although the ability to make recommendations helped in terms
of agenda setting and raising the profile of the issue, it fell well short of facilitating sus-
tained cooperation.

The 1996 World Congress against Commercial Sexual Exploitation of Children
(CSEC) was the result of the considerable efforts of End Child Prostitution in Asian
Tourism (ECPAT), a child advocacy NGO, and UNICEF. The congress centered on the
UNCRC and culminated in the Stockholm Declaration and Agenda for Action. Despite
the growing awareness of the challenges posed by the rapid expansion of Internet tech-
nology, the Stockholm Declaration and Agenda for Action contains no mention of the
Internet. Instead, they focus on the promotion of national laws and policies that
would allow states to meet their obligations under the UNCRC. The Stockholm Decla-
ration encourages states to develop national plans of action to combat child exploi-
tation. Despite some recommendations focused on increasing communication and
cooperation among states, civil society, and international organizations, the primary
emphasis of the document is on domestic state action. In fact the document explicitly
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states that the “primary task of combating the commercial sexual exploitation of chil-
dren rests with the State and families.” 1>

However, the extensive background paper on child pornography presented at the
conference as well as the congress’s child pornography panel all highlighted the role
of new technologies, particularly the Internet, and the global character of the problem.
It was argued that, whereas domestic legislation and increased enforcement led to a re-
duction in the production of child pornography in the 1980s, video and Internet tech-
nologies were dramatically changing the production and distribution of images of
child sexual abuse. The background report concluded that domestic efforts, such as
updating legislation to cover criminal activities made possible by new technologies,
must be “supported by global cooperation of an enormous magnitude.”1¢ Although
increased enforcement of domestic legislation led to a decrease in child pornography
in the 1980s, such methods would not be sufficient to deal with the problems posed
by new technologies:

Regulation of child pornography in the computer age presents special challenges that require con-
siderable technical expertise....The establishment of an international resource organisation
which would employ a team of specialists in the areas of investigation, law enforcement, behav-
ioural science, prosecution, law and computer technology could be an invaluable resource for the
global community.”

Although it does not explicitly suggest reconceptualizing cooperation as a sustained
practice, it does strongly indicate that the problems posed by new technologies require
more than domestic implementation by states. It does clearly articulate that past prac-
tices, such as domestic legislation, would be insufficient. These debates are not reflected
in the formal outcome of the congress.

The International Conference on Combating Child Pornography on the Internet in
1999 focused almost exclusively on child pornography and new communications tech-
nologies. This conference also marked the introduction of filtering as an option to deal
with the problem. However, the discussion of filtering was limited to applications at
the individual level in order to “empower Internet users.” Efforts at the national and
international level focused on increasing international cooperation, since Internet
child pornography “does not know or respect borders.” 18

The fight against this abuse cannot be done alone but only through strong international coopera-
tion, among governments, particularly law enforcement agencies, but equally important between
States and the Internet industry, hotlines and non-governmental organizations.!?

The result of the conference, the Vienna Commitment, called for ‘‘common measures
to speed up and enable the transborder use of coercive powers such as transborder
computer search and seizure” in conjunction with government, law enforcement, and
the Internet industry.2° It explored the relationship between law enforcement organi-
zations, Internet service providers, and “hotlines” to which illegal content could be
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reported. These “hotlines” had recently formed an association known as INHOPE in
order to increase sustained cooperation based on the development of ‘“common good
practices” to facilitate the “exchange of reports internationally.””?! The heavy focus on
technology and the inclusion of diverse actors signaled the emergence of a conception
of cooperation as a sustained practice.

While the Vienna Commitment was explicitly recognized by the UN’s Optional Pro-
tocol to the Convention on the Rights of the Child on the sale of children, child pros-
titution, and child pornography, which was introduced in 2000, its emphasis on
sustained cooperation as a response to the challenges of new technologies was not.
While noting challenges posed by the Internet in the preamble, the actual text of the
document does not explicitly mention new technologies, nor does it provide for mech-
anisms of sustained cooperation. Instead, the Optional Protocol focuses primarily on
domestic implementation by highlighting issues of legislating criminal offenses into
national law. The Optional Protocol, which has been the basis of action against child
pornography since 2000, constitutes cooperation as a form of domestic implementa-
tion and does not reflect the diversity of discourse on the issue of child pornography.??

Recognizing the challenges posed by new communications technologies, nonstate
actors devoted considerable efforts toward broadening the conception of cooperation
to include practices that leveraged the continual and coordinated efforts of multiple
actors. However, these efforts are not reflected in official declarations and conven-
tions. The official discourse thus heavily favors solutions that can be domestically
implemented.

The Emergence of Filtering

Filtering technology emerged in 1995, and by 1999 authoritarian states had already
implemented such technology to block access to political content at the national
level.23 Inspired by these developments, studies concerning the role of the state in reg-
ulating access to Internet content at the national level through technical means began
to emerge in democratic states. However, these studies concluded that filtering tech-
nologies deployed at the national level would be ineffective and would have the un-
intended consequence of harming freedom of expression online.?*

At the international level, deliberation on the role that technology could play in
combating Internet child pornography was also taking place. The Second World Con-
gress against Commercial Sexual Exploitation of Children held in 2001 resulted in the
Yokohama Global Commitment, which encouraged states to “take adequate measures
to address negative aspects of new technologies, in particular child pornography on
the Internet.”25> However, the specific measures to be taken are not specified. While
articles emphasizing cooperation reflect the need to include diverse actors, their role is
confined to one of supporting state actors in increasing the effectiveness of domestic
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measures taken to protect children. However, documents presented during the confer-
ence reflect a broader debate.

The Theme Paper on Child Pornography presented at the conference does focus on
the challenges of sustained interaction. It highlights the successes and challenges of
coordinated efforts of law enforcement agencies from multiple states to arrest and pros-
ecute those involved with the production and exchange of child pornography. It noted
that ““closer working relationships” were required between law enforcement agencies
worldwide to further “greater co-operation within the international law enforcement
community.”?¢ In conjunction with the need to cooperate, the paper also makes clear
that technology can play a role. The technological focus of the paper was devoted
to technologies that can identify and remove, as opposed to filter, child pornography
online.

Software developers have a particular responsibility to develop technologies which can locate
child pornographic images on the Internet more swiftly, and allow for their rapid identification
and removal.?”

The report noted the increased use of filtering technology at the individual level but
warned that “none of this software is perfect and it would be wrong if parents thought
of it as being a substitute for sound advice and appropriate supervision.””?® Moreover,
the report noted that increasing public demand to do something about the problem of
child pornography online was leading to the preference of restrictive technologies,
such as filtering at the national level, and warned of possible negative unintended
consequences:

Unless the Internet industry, Governments and the civil society can find a convincing way of
assuaging these strong concerns which are beginning to surface, public opinion will sooner or
later force politicians to consider forms of intervention which could rob us of much that it is truly
marvellous, dynamic and revolutionary about the Internet.??

With the exception of a growing number of authoritarian countries using filtering to
impose political censorship, democratic states had not implemented filtering at the na-
tional level.3? In 2004 the role of filtering technology was thrust into the international
spotlight. In the United States, the Pennsylvania state legislature passed a law in 2002
that required ISPs to block access to Web sites suspected of hosting child pornography.
When the Pennsylvania attorney general’s office identified Web sites containing child
pornography, they issued an informal notice to ISPs requiring that access to these Web
sites be blocked. The ISPs subsequently blocked access to these Web sites. Because of
the nature of ISP networks, these ISPs blocked access nationally, since they were tech-
nically unable to differentiate users located in Pennsylvania.3!

However, civil liberties organizations challenged the law in court, arguing that these
informal notices constituted ‘““secret blocking orders” issued by the state and thus vio-
lated the First Amendment of the U.S. Constitution. Moreover, they argued that the
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technical filtering process implemented by ISPs resulted in large-scale overblocking
that further violated free speech rights. Ultimately, the Federal District Court in Phila-
delphia ruled that the law violated the First Amendment. This ruling details the pro-
cess, both legal and technical, that led to the blocking of 1.5 million legitimate Web
sites while trying to block access to approximately 400 Web sites suspected of contain-
ing child abuse images. The decision by Judge Jan E. duBois stated:

There is little evidence that the Act has reduced the production of child pornography or the child
sexual abuse associated with its creation. On the other hand, there is an abundance of evidence
that implementation of the Act has resulted in massive suppression of speech protected by the
First Amendment.32

The decision explicitly confirmed what had been implicitly noted by NGOs through-
out their involvement in international agreements and conferences on child pornogra-
phy: state-mandated national filtering was technically ineffective and posed a threat to
the right of freedom of expression. While the case of the United States may be excep-
tional given the strong preference for the First Amendment guaranteeing the right to
freedom of speech, the events in Pennsylvania did not go unnoticed. A report pub-
lished in 2004 by UNESCO after the World Summit on the Information Society in
2003 noted that some countries were beginning to follow the legislative approach of
the United States by introducing their own legislative efforts to ‘‘require the implemen-
tation of filtering at ISPs and gateways.”’33 However, these attempts were plagued by
the same issues faced in the United States, and widespread adoption did not occur until
filtering was reconstituted as a legitimate practice.

The Legitimization of Filtering

The legitimization of filtering centers on three interlocking developments: a model of
implementation in which the role of the state is reduced, the delinking of filtering and
free speech concerns through technological developments, and a reframing of the ef-
fectiveness of filtering.

In 2004, British Telecom (BT), the largest ISP in the United Kingdom, and the Inter-
net Watch Foundation (IWF), a “tip line”” for reporting illegal online content, developed
a partnership in consultation with the government.34 British Telecom agreed to block
access to a list of Web sites compiled by the IWF. This model of private partnership
removes the need for government to implement legislation requiring ISPs to filter—it
is a voluntary private initiative. This development changed the perception of filtering
from one of state imposition to one of private initiative. While technically a private ar-
rangement, the state’s involvement in the process leading to the implementation of fil-
tering allowed it to retain some influence.3> British Telecom’s filtering system, known
as Cleanfeed, was designed to be extremely precise and cost effective.3¢ Cleanfeed ele-
gantly avoids the pitfall of overblocking, the key objection that was consistently raised
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with respect to filtering. This innovative system created a flood of interest from ISPs
worldwide and received an endorsement from the leading child advocacy group
ECPAT.37

The Cleanfeed filtering system was promoted as a method to block inadvertent ac-
cess to child pornography. The reduction of the scope of the mandate to simply in-
advertent access protected Cleanfeed from the charges of ineffectiveness that plagued
earlier filtering technologies. While those determined to access such content could eas-
ily circumvent the filtering system, Cleanfeed is in fact effective at blocking inadver-
tent access.3® The advocacy group ECPAT, whose background documents submitted to
the World Congress against Commercial Sexual Exploitation of Children had been crit-
ical of filtering, now added filtering to its model National Action Plan. The National
Action Plan, which has its roots in the first World Congress against Commercial Sexual
Exploitation of Children held in 1996, now recommends ‘‘cooperation arrangements
between ISPs and police in place to block illegal content.””3° Following the UK'’s lead,
numerous countries began implementing national filtering systems, including Norway
(September 2004), Germany#° (February 2005), Sweden (May 2005), Denmark (Octo-
ber 2005), Canada (November 2006), Switzerland (January 2007), Italy*! (January
2007), the Netherlands#? (September 2007), and Finland (January 2008).43

The rapid spread of filtering across numerous democratic countries was enabled by
conceptual and technological changes that legitimized filtering.44 Countries that had
previously shunned the practice now embraced it. From a traditional perspective the
introduction of filtering technologies can be seen as the successful domestic implemen-
tation of agreements such as the UNCRC. However, such a “thin” conception of coop-
eration obscures the calls for sustained interaction that emerged within the competing
discourses in and around international conferences and agreements. Dominant dis-
courses and key events sidelined conceptions of dynamic cooperation that key non-
state participants advocated as a response to the challenges posed by new ICTs.

Prospects for Dynamic Cooperation

International cooperation often produces unintended consequences. These ‘‘side
effects” may be positive or negative.*> Empirical evidence is beginning to emerge that
suggests that domestic filtering efforts may be acting as a disincentive to cooperate.
Consistent with a conception of cooperation as domestic implementation, filtering is
perceived as cooperation, thus conceptually negating the need to engage in dynamic
cooperation.

INHOPE is an international organization founded in 1999 comprising state-
delegated NGOs that operate “hotlines” that deal with the issue of child exploitation.
While distinct from the state, these organizations were empowered with authority
and legitimacy by their strong connections to the state. These domestic organizations
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accept tips from the public and act to remove images of child abuse if located within
their territorial jurisdiction. They may also act within the INHOPE organization to
have the content removed at the source by their international counterpart within
INHOPE. One of INHOPE’s major objectives is ‘‘to ensure rapid and effective response
to illegal content reports around the world by developing consistent, effective and se-
cure mechanisms for exchanging reports between hotlines internationally and ensur-
ing a coordinated approach is taken.”4¢ It has been argued that “cooperation between
members of INHOPE has facilitated the removal of illegal content from the Internet
and avoided the ‘difficulties in the complex diplomatic procedures necessary for cross
border cooperation of law enforcement authorities.”’4”

Save the Children is an NGO and a key member of INHOPE. In a 2003 position paper,
Save the Children outlined a vision of dynamic cooperation that centered on INHOPE.
INHOPE is the nexus that links intergovernmental organizations, such as the European
Union, primarily through national law enforcement organizations, the Internet indus-
try, and child advocacy NGOs. The report provides examples of interaction across these
actors but particularly emphasizes the relationship between INHOPE and law enforce-
ment leading to “high profile police-operations [that] have led to the infiltration [of]
and legal action against international child pornography/abuse networks.”48 The vi-
sion of INHOPE before the proliferation of filtering technologies in 2004 was clearly
on the dynamic cooperation necessary to remove Internet child pornography at its
source and arrest and convict those found responsible for trafficking in such content.

Many countries with representation in INHOPE have subsequently implemented na-
tional filtering technology to block access to foreign-host Internet child pornography.
Some, but not all, members of INHOPE are now filtering such content, including con-
tent hosted within the territorial boundaries of other INHOPE members.#° INHOPE
reports that between September 2004 and December 2006 reports sent through the
network between “hotlines” has decreased by 11 percent per year.5° This decrease cor-
relates with the increase in the number of INHOPE countries that implemented filter-
ing, although for a variety of reasons it does not indicate causation.>! Further research
is required to determine precisely why this decrease in cooperation is occurring within
the organization.

However, even when there is cooperation to have content removed at its source
(rather than filtered), there are still significant delays and limited effectiveness. In
2006, the IWF, an INHOPE member, conducted a six-week test in which they found
that 20 percent of the sites in their database remained active after having been
reported to the relevant authorities in other countries.>> Moore and Clayton obtained
2,585 suspect domains from the IWF and noted that nearly all of them had been pre-
viously reported and had removed images of child sexual abuse. They found that
““child sexual abuse image websites fare worse than other types of offending content,”
such as phishing and copyright violations, when it comes to removal, with most last-
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ing 719 hours after being reported.>® While the IWF has been successful within the
United Kingdom, their own jurisdiction, they acknowledge that there are Web sites
that have been reported to relevant national authorities outside the United Kingdom
that continue to remain active.

One site, for example, has been reported to us 224 times since 2002; another has been reported to
us 54 times since 2000 and in that time has been found on seven different servers in different
countries; yet another has been reported by us to the relevant authorities 32 times since 200S.

Some of the most prolific of these commercial child abuse websites have remained “live” for
long periods of time, despite our concerted efforts to the contrary. 94 of these websites reported
by us to relevant authorities in 2006 are known to have been actively selling child abuse images
in 2005. Indeed, 33 were “live” in 2004 and 32 were “live” prior to that.

We regularly pass details of the websites and other intelligence to Interpol via our own police
agency links, to international hotlines and the apparent host countries’ own police services to en-
able them to launch a united assault on the organised criminals selling images of child abuse.
However, the ever-changing jurisdictions, the differing laws, priorities and police responses as
well as the varying cooperation of internet service providers around the world, mean that some
countries face challenges to remove content.>*

The factors that the IWF highlights as barriers to removing images of child sexual ex-
ploitation online illustrate the conception of cooperation as domestic implementation.
Once the report has been handed off to the relevant domestic authorities, no further
action is taken. After analyzing takedown regimes in a variety of different circum-
stances, including defamation, copyright violation, phishing, and child pornography,
Moore and Clayton argue that incentives rather than differences in law, penalties, and
other factors influence the rate at which takedown successfully occurs. In cases of
phishing, banks have a high level of incentive to have the offending content removed
and work with a variety of actors to achieve the takedown of such sites almost always
without the use of courts or official channels. In contrast, the responsibility for the re-
moval of child abuse images is delegated to the relevant national authorities and is sub-
ject to delay and neglect despite strong legal regimes.>> Moore and Clayton argue:

The Internet is multi-national. Almost everyone who wants content removed issues requests to
ISPs or website owners throughout the world, believing—not always correctly—that the material
must be just as illegal “there” as “here.” Unexpectedly, in the one case where the material is
undoubtedly illegal everywhere, the removal of child sexual abuse image websites is dealt with in
a rather different manner. The responsibility for removing material has been divided up on a na-
tional basis, and this appears to lead directly to very long website lifetimes.>¢

Not only do the domestic organizations charged with compiling lists of offending child
pornography Web sites lack the willingness (or ability) to reach out to relevant non-
state actors across national boundaries, but they also have a reduced incentive to do
so because their own population is “protected” from the offending foreign content
through the use of filtering.
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Conclusion

This chapter presented competing conceptions of cooperation that emerged from a
genealogical analysis of the developments that led to the implementation of filtering
to combat the proliferation of child exploitation on the Internet. In contrast to domi-
nant perspectives that view cooperation as the state’s domestic implementation of in-
ternational agreements, this chapter presented the concept of dynamic cooperation.
Dynamic cooperation constitutes a sustained practice in which actors, both state and
nonstate, must continually interact to achieve implementation. While not reflected in
official declarations, the behind-the-scenes debates surrounding international efforts to
protect children online reflected a concern that the problems posed by ICTs required
potentially new forms of cooperation. These approaches emphasized continual interac-
tion among a diverse set of participants in order to take down images of child abuse at
their source. However, this conception of cooperation was unable to unseat the domi-
nant discourse, and Internet filtering was ultimately legitimized and implemented.

The result is a situation in which domestic organizations that have been delegated
authority to combat the proliferation of child abuse images online lack the willingness
or institutional capacity for dynamic cooperation. The introduction of filtering tech-
nology reduces the incentive for organizations with an already narrow conception
of cooperation to further engage with relevant counterparts across international boun-
daries. Those engaging in the proliferation of images of child abuse online remain
largely unaffected by filtering technology, as well as takedown and removal efforts.
They are able to exploit the lack of cooperation among international actors. Unlike
the forms of cooperation emerging in other areas of content removal, such as those
targeting phishing Web sites, efforts to combat child pornography are framed and
narrowly understood as the domain of states. There remain considerable barriers to
dynamic forms of cooperation as a result.

Problematizing cooperation contributes to a better understanding of the complex
challenges facing the international community in the 21st century. It suggests that
our existing institutions may be unable to cope with the demands of problems exacer-
bated by the proliferation of ICTs. It suggests that new norms and mechanisms
designed to promote a deeper form of dynamic cooperation may be necessary.
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